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Abstract 16 

Time and environmental conditions, such as temperature and photoperiod, are the main drivers governing 17 

grapevine development over the growing season. The most obvious growth periods in grapevines are 18 

budbreak, bloom, veraison and berry maturity. The aims of this study were to evaluate the environmental 19 

and physiological factors influencing the phenological development of Chardonnay grapevines, and to 20 

determine the best fit parameters of degree-day calculation methods for the prediction of various 21 

phenological stages. Phenological data retrieved from field vines and vines forced to regrow after heavy 22 

pruning and defoliation, whose developmental onset conditions were modified, were used to test and 23 

parameterize the degree-day calculation methods. An upper temperature threshold (TU) was optimized for 24 

the different developmental stages, and measures of the radiation use efficiency were derived to adjust TU 25 

during berry maturity. According with the candidate methods, the highest TU value coincided with bloom 26 

(29.8ºC), while the lowest was observed at veraison (20.9ºC). The RMSE of the model predictions for 27 

specific developmental stages ranged from 2 (fruit set) to 9 days (berry maturity). Modifying vine growth 28 



periods by forcing vine regrowth allowed evaluation of temperature and physiological factors that influence 29 

grapevine development. 30 
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 Forcing vine phenology delay allow degree-day methods evaluation under warmer conditions. 1 

 Chardonnay grapevine presented stage-dependent conditions of each phenological stage. 2 

 Bloom to veraison were temperature-driven stages. 3 

 Upper temperature threshold decreased as grapevine development advanced. 4 
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1. Introduction 1 

Plant vegetative cycles consist of two processes: growth and development. Growth involves an 2 

increase in the size of plants or organs, while development relates to phenology, which is the progression 3 

through different phases and implies continuous qualitative changes in plant form, structure and function 4 

(Sadras and Moran 2013). Growth is mainly dependent on the ability of plants to acquire chemical energy 5 

through photosynthesis, water and nutrients. Development is primarily controlled by temperature if other 6 

environmental factors, such as photoperiod and water stress, are satisfied (Pearce and Coombe 2004; Parker 7 

et al., 2013; Zapata et al., 2016). The environmental adaptation of crops greatly depends on the timing of 8 

key phenological stages, defined as the periods in which important changes take place (Petrie and Sadras 9 

2008). In grapevines (Vitis vinifera L.), budbreak, bloom, veraison and berry maturity are the most obvious 10 

stages of the growth cycle that are used for timing management practices. However, the time between the 11 

different phenological stages may vary considerably depending on grapevine cultivar, climate and 12 

geographic location (Jones and Davis 2000, Parker et al., 2011; Fraga et al., 2015). Among white cultivars, 13 

Chardonnay is characterized to be one of the most commonly used cultivars for producing sparkling wines 14 

(Andrés-Lacueva et al., 1996). 15 

Vineyards are climate-sensitive agricultural systems that may be affected by inter-annual weather 16 

variability and global warming (Jones and Web 2010; Fila et al., 2014; Mosedale et al., 2016). In recent 17 

decades, several grape-growing areas have reported changes in grapevine phenology, mainly linked to 18 

increases in temperature (Jones and Davis 2000; Petrie and Sadras 2008; Duchêne et al., 2010; Tomasi et 19 

al., 2011). Earlier phenological development in response to increasing temperatures is one of the expected 20 

consequences (Webb et al., 2007; Ramos et al., 2018). Advancements of the phenology of vines may 21 

displace berry maturation due to warmer conditions and have a negative impact on the berry composition 22 

and the wine quality (Tarara et al., 2008; Bonada et al., 2013). Nevertheless, the responses to these climatic 23 

changes may differ according to the grapevine cultivar, specific phenological stage and magnitude of the 24 

temperature changes in question (Petrie and Sadras 2008). 25 

Several viticultural practices have been tested to diminish the effect of high temperatures on vine 26 

development and berry maturity (Petrie et al., 2017). The most relevant examples are the forcing of vine 27 

regrowth (Dry 1987; Gu et al., 2012) and delaying pruning (Friend and Trought 2007; Frioni et al., 2016; 28 

Moran et al., 2017). Both of these practices can shift periods of vine growth by delaying their initiation. 29 
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The aim of these practices is to modify the conditions under which plant development occurs, altering the 30 

usual temperatures that grapevines experience in a given phenophase during the growing season. Thus, 31 

these techniques can be used to delay bloom or berry maturity so that they occur under more favourable 32 

environmental conditions, where berry composition can be improved while yield can be decreased (Friend 33 

and Trought 2007; Gu et al., 2012; Moran et al., 2017; Petrie et al., 2017; Martínez-Moreno et al., 2019). 34 

Forcing vine regrowth or delaying pruning allows the evaluation of different phenophase responses, both 35 

in terms of timing and speed with which they occur (Moncur et al., 1989; Oliveira 1998). 36 

Phenological models have been developed to predict the appearance and length of different 37 

phenological stages in grapevine. These models have mainly depended on temperature as the main driving 38 

variable (Jones and Davis 2000; Molitor et al., 2013) and have provided useful information for site and 39 

cultivar selection, vineyard management and pest and disease control (Hoogenboom 2000; Caffarra and 40 

Eccel 2010; Zapata et al., 2015). The most common phenological models are those based on degree-days, 41 

which strongly rely on the relationship between phenology and heat accumulation (Arnold 1959; Chuine et 42 

al., 2013). Most of these models assume that temperature has a linear effect throughout phenological 43 

development (García de Cortázar-Atauri et al., 2009; Nendel 2010; Parker et al., 2011; Zapata et al., 2015). 44 

Others, however, describe the response to temperature during development as non-linear functions (Cafarra 45 

and Eccel 2010; Molitor et al., 2013). The calibration of phenological models are typically based on 46 

historical phenological data, from single or multiple sites. The use of the phenological data of vines which 47 

have been forced to regrow in different times during the growing season, can provide a different approach 48 

for developing data to create and test model predictions and approximations. The phenological data 49 

obtained with the forced regrowth technique allow to get greater variation in the climate that vines 50 

experience. Moreover, the development of the vines take place in real field conditions without the need of 51 

heating methods (Sadras and Soar, 2009). 52 

As temperature plays such an important role in plant behaviour, it is important to analyse vine 53 

responses to it. However, phenological development has been reported to produce non-linear responses to 54 

temperature. This suggests that the observed shifts in phenology may either be governed by resource 55 

availability for vine growth and development, or by interactions between the seasonal temperature cycle 56 

and the development of vines (Sadras and Moran 2013; Petrie et al., 2017). Measures of growth such as 57 

radiation use efficiency (RUE), determined with accumulated biomass in conjunction with intercepted solar 58 
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radiation (Sinclair et al., 1992) and temperature, may help to elucidate such non-linear responses; and also, 59 

the influence of photosynthate availability on grapevine development. This is especially true after veraison, 60 

when development is thought to be influenced by temperature, water availability and the source:sink ratio 61 

(Petrie and Sadras 2008; Duchêne et al., 2010); and during berry maturation, which has been suggested to 62 

be responsive to a combination of temperature and solar radiation (Williams et al., 1985). 63 

Physiologically, the effect of temperature on photosynthesis, respiration and plant development 64 

processes are modelled by enzymatic reactions (Bonhomme 2000). The responses of plants to temperature 65 

are with base or minimum temperatures and, maximum and optimum temperatures. Their values are 66 

obtained with curves relating temperature with the efficiency of enzymatic reactions (Bourdu 1984; Yan 67 

and Hunt 1999). Therefore, accurate predictions for phenological models require good estimations of base 68 

temperatures (TB), defined as the threshold temperatures below which plant development ceases, and also 69 

the thermal time necessary for the onset of each phenological stage (Zapata et al., 2015). While some 70 

authors have taken TB to be a constant (Williams et al., 1985; Jones and Davis 2000; Parker et al., 2013), 71 

Zapata et al. (2016) have found TB to differ between budbreak, bloom and veraison, as a result of stage-72 

dependent conditions that affect each individual phase. Moreover, Molitor et al. (2013) included an upper 73 

temperature (TU) threshold, above which plant development does not accelerate or can even decrease (see 74 

Figure 2 in Molitor et al. 2013), due to the net energy available to the plants as a result of the influence of 75 

high temperatures on the rates of photosynthesis and respiration (Taiz and Zeiger 2010). In view of global 76 

warming, and the general lack of consideration of high temperatures in degree-day approaches, the 77 

incorporation of a TU threshold into phenological models may help to improve their predictions in such 78 

scenarios (Molitor et al., 2013).  79 

Until now, most studies have assumed a single constant TU threshold for all of the phenological stages. 80 

However, the hypothesis in this study is that the TU threshold may vary over the growing cycle, considering 81 

the possible increases in temperature over the whole growing season. Correspondingly, the parameters for 82 

calculating degree-days methods may vary according to the stage-dependent conditions of each 83 

phenological stage. Thus, the aims of this work were: (a) to evaluate the environmental and physiological 84 

factors influencing phenological stage development for Chardonnay grapevines, submitted to treatments 85 

that forced vine regrowth at different times; (b) to evaluate the best fit parameters of the distinct degree-86 
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day methods and TU threshold for predicting each phenological stage; and (c) to consider interactions 87 

between the effects of high temperatures and RUE on phenological development after veraison.  88 

2. Materials and methods 89 

2.1. Vines and site 90 

Field experiments were conducted in a 16-ha commercial vineyard of Chardonnay grapevines located 91 

at Raïmat (41º39’43’’ N – 0º30’16’’ E), Lleida (Catalonia, Spain). The vines (hereafter referred as field 92 

vines) were grafted onto SO4 rootstock and planted in 2006 with a spacing of 2.0 x 3.0 m, a north-south 93 

row orientation, and a loam soil. The canopies were trained to a vertical shoot positioned, bi-lateral, spur-94 

pruned cordon located 1.0 m above ground level. Vine management followed the production protocol 95 

defined by the ‘Costers del Segre’ Denomination of Origin (Catalonia, Spain). The vines were irrigated on 96 

a daily basis, according with the crop reference evapotranspiration method (Allen et al., 1998), using a drip 97 

irrigation system.  98 

Two different experiments were then performed in the same commercial Chardonnay vineyard. The 99 

first involved pruning treatments to force vine regrowth (section 2.2. Forced regrowth methodology), and 100 

the second investigated radiation use efficiency based on measurements of vine growth and canopy light 101 

interception (section 2.4.3. Berry maturity method).  102 

In spring 2015, 172 one-year-old Chardonnay grapevines were grafted onto 1103 Paulsen rootstock 103 

at Raïmat (41º39’43’’ N – 0º30’16’’ E), Lleida (Catalonia, Spain). The grapevines were planted in 50-L 104 

containers with four holes in their base to allow adequate drainage. The growing media in the containers 105 

consisted of loose stones, arranged on the bottom of each container, combined with a substrate mix of equal 106 

parts of peat, sand and silty-loam soil. In spring 2016, 90 uniform vines (hereafter referred as container-107 

grown vines) were selected and arranged in two rows, each with 45 vines, with a 3 m separation between 108 

rows. Vine management followed the ‘Costers del Segre’ Denomination of Origin (Catalonia, Spain) 109 

production protocol. Irrigation was scheduled to satisfy full water requirements of all the vines based on 110 

the water balance method (Allen et al., 1998). 111 



5 

2.2. Forced regrowth methodology 112 

Forced regrowth technique was performed as is described in Gu et al. (2012), with the aim of delaying 113 

the vegetative cycle of the grapevines. This treatment consisted of cutting the growing shoots to leave just 114 

six nodes and then removing all the vegetative organs, including summer lateral shoots, leaves and clusters. 115 

This technique stimulated new vegetative growth on the vines in order to start a new growth cycle 116 

originating from currently growing shoots. 117 

The forced regrowth technique was applied in the experiments conducted during the 2015 and 2016 118 

growing seasons. They were run on 40 Chardonnay field vines during the 2015, 20 Chardonnay field vines 119 

during 2016, and on 90 container-grown Chardonnay vines during the 2016 growing season. The field vines 120 

were forced to regrow 60 and 98 days after budbreak in 2015; and 105 days after budbreak in 2016. Twenty 121 

vines were forced on each treatment date. The container-grown vines were forced to regrow 174, 184, 197, 122 

208, 218 and 230 days after budbreak in 2016 (Figure 1, Table 1a). In 2016 the forced regrowth treatment 123 

was applied to fifteen container-grown vines on each date (15 vines x 6 forced regrowth dates = 90 vines). 124 

2.3. Phenological and weather data 125 

2.3.1. Bloom, fruit set and veraison 126 

Phenological data recorded from the vines in Raïmat (Figure S1 supplementary material) were used as 127 

a calibration data set (Table 1a). The vines studied included: 48 vines from the 16-ha commercial vineyard, 128 

monitored during the 2015 and 2016 growing seasons (field vines); 40 forced regrowth field vines in 2015 129 

and 20 forced regrowth field vines in 2016 (forced field vines); and 90 forced regrowth vines grown in 130 

containers, in 2016. The phases were registered when 50% of the shoots of the observed vines presented a 131 

given development stage according to the BBCH scale, which had the following identification codes: 09 - 132 

budbreak, 65 – bloom, 71 – fruit set, 81 – veraison (Lorenz et al., 1995). The phenological stages for the 133 

degree-day model calibration data set were: budbreak (n=10), bloom (n=10), fruit set (n=10) and veraison 134 

(n=9), and were recorded as days of the year (DOY) based on two observations per week (Figure 1, Table 135 

1a). 136 

Phenological data belonging to wineries and research institutions from several different locations 137 

across California (USA) and the Spanish province of Badajoz (Spain) (Figure S1 supplementary material) 138 
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were used as a validation data set (Table 1b). For these data, the stages were also registered when 50% of 139 

the shoots presented the stage, but it was not possible to apply a specific phenological scale. The 140 

phenological stages for the validation data set were: budbreak (n=27), bloom (n=33) and veraison (n=30) 141 

(Table 1b). 142 

2.3.2. Berry maturity 143 

In this study, two different berry maturity criteria was used depending on the destination of the 144 

production of the Chardonnay vines: sparkling base wine berry maturity (n=8) and wine berry maturity 145 

(n=18) (Table 1a and 1b, respectively).The berry maturity for the Chardonnay experiments conducted in 146 

the Raïmat vineyards were determined according to sparkling base wine berry maturity criteria (Figure 1, 147 

Table 1a). A total berry soluble solids concentration of 16.5ºBrix was used as the berry maturity threshold, 148 

in line with the Raïmat winery objectives. To measure the Brix, six berries per vine were collected from 149 

each sampled vine (48 field vines in 2015 and 2016; 40 forced field vines in 2015 and 20 forced vines in 150 

2016; and the forced container-grown vines from the treatments which reached the veraison stage in 2016) 151 

(Figure 1, Table 1a). Berry analysis measurements were made on a weekly basis from veraison until the 152 

threshold value of 16.5ºBrix was reached, using a refractometer (Palette PR-32α; ATAGO, Tokyo, Japan). 153 

The berry maturity dates reported by the wineries and research institutions in California (USA) and Badajoz 154 

(Spain) were destined for wine production (Table 1b). The berry maturity criteria were decided according 155 

to the quality criteria of the winery at each data origin site.  156 

2.3.3. Weather data 157 

Daily maximum and minimum temperatures were retrieved from two different stations at Raïmat 158 

(Catalonia, Spain). The weather data for field vineyards throughout 2015 and 2016 were taken from the 159 

official Raïmat SMC weather station (SMC, www.ruralcat.net/web/guest/agrometeo.estacions) located 1 160 

km from the study location (Table 1b). Furthermore, the solar irradiance data used in the RUE experiment 161 

were also obtained from this station. The meteorological data for forced container-grown vines were 162 

retrieved from an automated weather station (Table 2a). The automated weather station was placed in the 163 

middle of the container-grown grapevines. It had a Pt100 temperature sensor placed in a shielded protector, 164 

at a height of 1.7 m, connected to a data logger (CR800, Campbell Scientific, Inc., Logan, UT, USA). The 165 

http://www.ruralcat.net/web/guest/agrometeo.estacions


7 

data acquisition protocols were adjusted to follow those used by the Meteorological Service of the Catalan 166 

administration (SMC). In California (USA), the same temperature data were acquired from the California 167 

Irrigation and Management Information System (CIMIS, www.cimis.water.ca.gov), whereas for Badajoz 168 

(Spain) the data were provided by the Irrigation Advice Network of Extremadura (REDAREX, 169 

redarexplus.gobex.es/RedarexPlus/) (Table 2b). 170 

2.4. Method development 171 

2.4.1. Degree-day calculation methods 172 

In this study, four different methods for calculating the degree-days (DD) for each growth stage were 173 

evaluated. The first method tested, named UniFORC only considers a base temperature threshold (Chuine, 174 

2000) (Equations S1-S3, supplementary material). Two of the others methods tested were previously 175 

described in Zalom et al. (1983): Single triangulation (Equations S4-S10, supplementary material) and 176 

single sine (Equations S11-S17, supplementary material). The fourth method examined was a modified 177 

version of the single triangle algorithm method (Zalom et al., 1983; Nendel 2010), in which the sum of 178 

degree-days at which a phenophase is likely to occur was calculated as follows (Equations 1-7): 179 

𝑡ℎ𝑟𝑒𝑠𝐷𝐷𝑚 = ∑ (𝐷𝐷1 𝑖 − 𝐷𝐷2 𝑖)
𝑚
𝑖=1         (1) 180 

Tmax < TB    𝐷𝐷1 = 0    (2) 181 

Tmax > TB and Tmin > TB   𝐷𝐷1 =
(𝑇𝑚𝑎𝑥+𝑇𝑚𝑖𝑛)

2
− 𝑇𝐵   (3) 182 

Tmax > TB and Tmin < TB   𝐷𝐷1 = (
𝑇𝑚𝑎𝑥−𝑇𝐵

2
) ∗ (

𝑇𝑚𝑎𝑥−𝑇𝐵

𝑇𝑚𝑎𝑥−𝑇𝑚𝑖𝑛
)  (4) 183 

 184 

Tmax < TU    𝐷𝐷2 = 0    (5) 185 

Tmax > TU and Tmin > TU   𝐷𝐷2 =
(𝑇𝑚𝑎𝑥+𝑇𝑚𝑖𝑛)

2
− 𝑇𝑈   (6) 186 

Tmax > TU and Tmin < TU   𝐷𝐷2 = (
𝑇𝑚𝑎𝑥−𝑇𝑈

2
) ∗ (

𝑇𝑚𝑎𝑥−𝑇𝑈

𝑇𝑚𝑎𝑥−𝑇𝑚𝑖𝑛
)  (7) 187 

Where: 188 

thresDDm, phenological stage degree-day threshold  189 

i, onset of the previous phenological stage  190 

m, phenological stage to be determined 191 

http://www.cimis.water.ca.gov/
http://redarexplus.gobex.es/RedarexPlus/
http://redarexplus.gobex.es/RedarexPlus/
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TB, base temperature (ºC) 192 

TU, upper temperature (ºC) 193 

Tmax and Tmin, daily maximum and minimum temperatures (ºC) 194 

Most of the degree-day calculation methods described above required the definition of a series of 195 

parameters in order to predict a change of phenological stage. The TB and TU were needed to calculate the 196 

DD values, while the DD threshold at which the phenological phase “m” was likely to occur (hereinafter 197 

thresDDm) was also needed to define the change of stage.  198 

2.4.2. Bloom, fruit set and veraison methods 199 

Based on several previous grapevine studies (Williams et al., 1985; Jones and Davis 2000; Caffarra 200 

and Eccel 2010; Parker et al., 2013), and since one of the aims of the study was to determine TU, we assumed 201 

that the TB would be a constant for all the stages. Two different base temperatures were evaluated: TB =5ºC 202 

and TB = 10ºC. On the other hand, we assumed that the TU and thresDDm values would vary between stages 203 

and they were therefore estimated for each of the degree-day methods tested and also for each phenological 204 

stage. We used a non-linear optimization with the interior-point algorithm implemented within the 205 

MATLAB suite (MATLAB 2014b, The MathWorks, Inc., Natick, Massachusetts, United States). For 206 

optimization purposes, both parameters were bound to physical and realistic output values. Thus, TU ranged 207 

from 20ºC to 32ºC, while thresDDm had to be greater than 10 DD. All four methods were tested with respect 208 

to each phenological stage. 209 

2.4.3. Berry maturity method 210 

As with the previous stages, the TU and thresDDm thresholds were optimized based on phenological 211 

data, but independently for values associated with sparkling base wine berry maturity (Table 1a) and wine 212 

criteria (Table 1b). However, in order to simplify the analysis, the assessments of the thresDDm methods 213 

were performed using only one TB: the one with the best fit value from the previous stages of analysis.  214 

An additional threshold, called the high temperature (TH), was evaluated after veraison for temperatures 215 

above which the degree-days decreased, as described by Molitor et al. (2013). In situations in which the 216 

daily maximum temperatures (Tmax) were above the defined TH threshold, a new variable named corrected 217 
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daily maximum temperature (TmaxC) was calculated; and then used instead of Tmax in the degree-day method 218 

equations to determine the thresDDm.  219 

The new variable TmaxC, was calculated considering the influence of resource availability on 220 

Chardonnay vine development in conjunction with the effect of high temperatures. It was determined using 221 

a radiation use efficiency (RUE) experiment conducted during the 2015 growing season at the commercial 222 

Chardonnay vineyard. Radiation use efficiency was calculated by dividing accumulated dry matter 223 

production (DM) by the intercepted solar radiation (ƒIR) (Sinclair et al., 1992): 224 

𝑅𝑈𝐸 (
𝑔

𝑀𝐽
) =

𝐷𝑀

𝑓𝐼𝑅
          (8) 225 

Dry matter production was measured using biomass samples of representative vines of the commercial 226 

vineyard at intervals of two weeks, from pre-bloom (May 8) until berry maturity (August 5). Vegetative 227 

parts of half of selected vines, including entire shoots with leaves and clusters, were destructively sampled. 228 

The dry weights of all those vine organs were recorded after they had been dried to a constant weight in a 229 

forced-air oven at 65 ºC. The height and width of the canopy were measured prior to biomass sampling and 230 

vegetative biomass data were normalized using canopy height and width dimensions. The total dry matter 231 

was obtained by adding together the dry matter values for vegetative and reproductive organs. Rate of dry 232 

matter production between two successive measuring dates was calculated as follows: 233 

𝐷𝑀 (𝑔) =  
𝐵𝑖+1−𝐵𝑖

𝑆𝑖+1−𝑆𝑖
         (9) 234 

Where DM is the dry matter production between sampling dates: Si and Si+1 are two consecutive sampling 235 

dates expressed in day of the year, and Bi and Bi+1 are the dry matter production on Si and Si+1 sampling 236 

dates, respectively.  237 

The daily integrated fraction of intercepted photosynthetically active radiation (ƒIR of PAR) was 238 

determined using the hourly light interception model of Oyarzun et al. (2007), in which the porosity is 239 

estimated. Measurements were made on fifteen representative vines from the commercial Chardonnay 240 

vineyard on the same dates that the vines were sampled for biomass. In order to estimate the daily ƒIR, 241 

instantaneous measurements of ƒIR were made at 11:00 a.m. ± 30 min local time - the time of day when 242 

light interception was at its peak - using an 80 cm linear ceptometer probe (Accupar Linear PAR, Decagon 243 

Devices, Inc., Pullman, WA, USA). The ceptometer was placed in a horizontal position, at ground level, 244 

and perpendicular to the vines. Five equally spaced measurements were then taken on the shaded side of 245 

each vine in order to cover the planting grid. Two more measurements were taken at an open space adjacent 246 
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to each vine in order to determine the incident PAR above the canopy. A canopy porosity parameter was 247 

estimated so that the instantaneous value measured in the field could be related to the simulated hourly 248 

intercepted value corresponding to local noon. Vine structural parameters such as vine height, and canopy 249 

width perpendicular to the row were also measured. The integration of the diurnal course of the ƒIR 250 

simulated from the Oyarzun et al. (2007) model was used to calculate the daily ƒIR value.  251 

For the calculation of RUE, the intercepted solar radiation values between two successive dates was 252 

calculated using Eq. 9. The measures of RUE were related to the maximum daily temperature, which were 253 

the average maximum temperatures between biomass sampling dates.  254 

Two combinations of the methods were compared for each berry maturity criteria: using only Tmax 255 

values, and using TmaxC values considering TH = 35ºC (Ferrini et al., 1995). 256 

As we had limited berry maturity criteria data, and given that there were no independent data sets 257 

available for berry maturity criteria, a cross-validation technique (MATLAB 2014b, The MathWorks, Inc., 258 

Natick, Massachusetts, United States) was used to maintain the testing capacity of the methods. 259 

2.5. Method evaluation 260 

Four indices were evaluated to obtain values for the best fit using degree-day methods. The predicted 261 

date for bloom and veraison stages were statistically compared with the observed date for the calibration 262 

and validation data sets (Table 1a and 1b, respectively). The goodness-of-fit of the different candidate 263 

methods were assessed considering the root mean square error (RMSE), the coefficient of determination 264 

(R2) and the mean bias error (MBE). The akaike information criterion (AIC) (Burham and Anderson, 2002) 265 

was also used to select the candidate as the best method for defining each growth stage, according to the 266 

lowest AIC value. Because no independent data set was available for the fruit set stage, the best performance 267 

of the calibrated method for fruit set was assumed to be that selected to evaluate the veraison stage, and the 268 

same statistical indices were used for the evaluation of the method. In the case of the berry maturity stage, 269 

the goodness of the cross-validation was evaluated considering RMSE, R2 and MBE statistics values. 270 
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3. Results 271 

3.1. Forced regrowth 272 

All forced regrowth treatments shifted bloom, fruit set, veraison and berry maturity (according to 273 

sparkling base wine criteria) phenological stages (Figure 1). Budbreak occurred a few days after the forced 274 

regrowth treatment was performed in both the 2015 and 2016 growing seasons. Phenological development 275 

of field vines was considered as a control, because their development followed the natural growing 276 

conditions of the season. In 2015 the number of days between budbreak and fruit set was less in the forced 277 

vines compared with the field vines. Different patterns were observed among fruit set to veraison stages in 278 

both regrowth treatments. Forced vines needed more days to reach berry maturity. The same tendencies for 279 

the number of days among stages were observed in the experiments in 2016, except for the berry maturity 280 

stage, where different trends were observed depending on the forcing treatment (Figure 1). 281 

3.2. Degree-day methods 282 

3.2.1. Bloom, fruit set and veraison 283 

Candidate methods with low RMSE, MBE and AIC values and high R2 values were selected using the 284 

calibration phenological data set (Figure 1, Table 1a). A base temperature of 5ºC produced the best results 285 

for the three stages analysed (Table 3) (See Table S1 on supplementary material for all method approaches). 286 

From budbreak to bloom development, the UniFORC method performed best, with a thresDDBL of 491.2 287 

DD, resulting in an RMSE of 4.3 days, an R2 of 0.898, an MBE of -0.5 days, and an AIC value of 61.08. 288 

For bloom to fruit set, the modified single triangulation algorithm method performed best, with a TU of 289 

25.4ºC and a thresDDFS of 47.6 DD, corresponding to an RMSE of 1.6 days, an R2 of 0.998, an MBE of -290 

0.1 days and an AIC of 41.51. Finally, for vine development from fruit set to veraison, the single 291 

triangulation method performed best, with a TU of 20.9ºC and a thresDDV of 744.4 DD, with an RMSE of 292 

4.8 days, an R2 of 0.985, an MBE of -0.1 days and an AIC value of 57.65 (Figure 2a, Table 3). 293 

The best methods for each stage were then applied to the independent data set for method validation 294 

(Table 1b). For bloom development, the resulting statistical analysis gave an RMSE of 6.7 days, an R2 of 295 

0.768 and an MBE of 5.1 days. As there were no available validation data for fruit set, we directly evaluated 296 

the veraison stage by sequentially applying the best fit methods for predicting bloom to fruit set and then 297 
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fruit set to veraison. Then, the values obtained for the veraison prediction were 7.1 days for RMSE, 0.627 298 

for R2, and -6.1 days for MBE (Figure 2b, Table 3). 299 

3.2.2. Berry maturity 300 

Three different tendencies were observed in the relationship between Tmax and RUE measurements 301 

(Figure 3). There was an increase of RUE with temperature from 5ºC to 25ºC; then, there was a plateau on 302 

the curve until 30ºC; and above 30ºC RUE decreased. The equation used to evaluate a decrease of degree-303 

days due to the effect of high temperatures during veraison to berry maturity stages was obtained from this 304 

relationship. So that, the calculation of the new variable TmaxC from the Tmax and RUE relationship was done 305 

as follows: 306 

𝑇𝑚𝑎𝑥𝐶 =
−0.0001∗𝑇𝑚𝑎𝑥

3+0.0043∗𝑇𝑚𝑎𝑥
2−0.0368∗𝑇𝑚𝑎𝑥+3.0328

0.1226
     (10) 307 

For berry maturity, a base temperature of 5ºC was considered in all the cases analysed (See Table S2 308 

on supplementary material for all method approaches). The method which performed best for predictions 309 

of sparkling base wine berry maturity criteria (Table 1a) was the single sine method with the Tmax and RUE 310 

relationship described in Eq. (10) with a TH of 35ºC. The method parameters for sparkling base wine were 311 

a TU of 25.7±0.5ºC and a thresDDBMS of 286.0±15.6 DD (Table 4). The cross-validation statistical analyses 312 

were 8.3 days for RMSE, 0.933 for R2 and 0.1 days for MBE (Figure S2a supplementary material, Table 313 

4). 314 

Applying the same analysis to wine berry maturity, the best approach was the single triangulation 315 

method, with a TU of 29.4±1.7ºC and a thresDDBMW of 724.1±16.4 DD (Table 4). Contrary to sparkling 316 

base wine, the relationship between Tmax and RUE did not improve method predictions. The statistics 317 

obtained on the cross-validation statistical analyses for wine berry maturity were 8.5 days for RMSE, 0.836 318 

for R2 and -0.4 days for MBE (Figure S2b supplementary material, Table 4). 319 

3.3. Phenological predictive capacity of the degree-day methods 320 

The seasonal forecasting capacity of the degree-day methods developed in this study, were evaluated 321 

for consecutively predicting phenological stages. The best degree-day methods for predicting each stage 322 

were implemented sequentially from bloom to the successive phenological stages, until berries met their 323 

maturity criteria, using the optimized TB, TU, TH and thresDDm parameters. The estimated beginning of each 324 
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stage was taken as the baseline date for predicting the transition to the following stage, as opposed to the 325 

previous section, in which the transition between phenological stages was predicted considering the 326 

observed stage starting date. The phenological data set from Table 1a was used to evaluate the predictive 327 

capacity of the method for sparkling wine berry maturity. The phenological data set from Table 1b was 328 

used for doing the same analysis for wine berry maturity. For each stage, the estimated date obtained from 329 

each method was compared with the observed date to determine the RMSE, MBE and R2statistics values. 330 

The statistical values obtained for the different stages, in the evaluation of the predictive capacity of 331 

the methods from bloom until sparkling base wine berry maturity, were (Fig 4a): 4.7 days for RMSE and -332 

0.1 days for MBE for the fruit set stage, 3.4 days for RMSE and -1.3 days for MBE in the case of veraison, 333 

and an RMSE of 10 days and an MBE of -1.5 days for predicting berry maturity based on sparkling base 334 

wine criteria. All of the values of R2 ranged from 0.926 to 0.993 (Figure 4a). For the seasonal predictions 335 

from bloom until the wine berry maturity, the veraison stage prediction was 8.7 days for RMSE and an 336 

MBE of 4.5 days, while the wine criteria prediction produced an RMSE of 13.3 days and an MBE of 5.4 337 

days. Lower R2 values were obtained, with values of 0.497 for veraison prediction and 0.746 for wine berry 338 

maturity (Figure 4b). 339 

4. Discussion 340 

4.1. Forced regrowth vines 341 

The observation data set used to calibrate the degree-day methods for the bloom, fruit set and veraison 342 

stages were taken from the vine forced regrowth experiment (Figure 1, Table 1a). The annual timing and 343 

the climatic time window when these stages normally occur was altered by the forcing treatments. On one 344 

hand, doing so it was achieved a variation of climates that vines experience under the same field conditions, 345 

reducing the variability on the environmental and soil conditions. But, on the other hand, the environmental 346 

factors photoperiod and temperature, which are the signals necessary for vine growth cessation and 347 

dormancy induction (Wake et al., 2000; Fennell et al., 2005), were modified. An issue of this study is that 348 

photoperiod, which is the duration of light exposure to plants, is one of the key environmental signals that 349 

grapevines use to adjust to seasonal changes (George et al., 2018), but this variable was not included in the 350 

methods. Furthermore, the pruning to stimulate canopy regrowth on the container-grown vines may have 351 

caused a debt on the carbohydrate reserves modifying the growth of those vines. Therefore, the use of 352 
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phenological data from the forced regrowth vines for the calibration of the degree-days methods may have 353 

altered the response of vines to temperature, and influenced the performance of the degree-day methods. 354 

Moreover, the observation data to validate the methods may be constrained due to clonal variability and 355 

crop management factors, which can also influence the timing of veraison (Parker et al., 2013) and its visual 356 

assessment (Fila et al., 2014). 357 

4.2. Physiological basis 358 

4.2.1. Bloom, fruit set and veraison 359 

Bloom and veraison stages were predicted equally well in this study (4 to 7 days) (Table 3). Previous 360 

models developed for Chardonnay predicted bloom more accurately than veraison (Caffarra and Eccel 361 

2010; Parker et al., 2013; Zapata et al., 2016). The reason for this may be the high correlation between 362 

bloom and temperature (Buttrose and Hale 1973; Tomasi et al., 2011; Fila et al., 2014). Before veraison, 363 

vine development involves active cell division (Considine and Knox 1981), which is reflected in an 364 

exponential increase in plant growth in response to temperature (Rogiers et al., 2014). On the other hand, 365 

predicting veraison is challenging in Chardonnay (Parker et al., 2013; Fila et al., 2014; Zapata et al., 2016) 366 

because extreme temperatures and water stress have been reported to influence pigment accumulation in 367 

berry skins (Castellarin et al., 2007; Sadras and Moran 2012).  368 

For most phenological studies in grapevines, fruit set was included in the transition between bloom to 369 

veraison phenological stages. Apart from temperature, other factors, such as grapevine carbohydrate status 370 

and photoassimilate availability, have also been reported to influence fruit set (Caspari et al., 1998; Zapata 371 

et al., 2004). Specific studies based on Chardonnay have demonstrated the influence of competition 372 

between root and shoot growth, carbohydrate reserve recovery, and soil temperature on fruit set (Rogiers 373 

et al., 2011). In view of these factors, the short duration of the fruit set stage (Figure 1), and since it was 374 

not evaluated using independent data, the method developed to predict fruit set in this work appeared to be 375 

appropriate as an initial approach for predicting the timing of fruit set (2 days) (Table 3). 376 

4.2.2. Berry maturity 377 

The accuracy of the predictions of berry maturity criteria was the lowest of the stages determined in 378 

the study, while those for sparkling base wine berries (8 days) were slightly better than for wine berries (9 379 
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days) (Table 4). Major changes take place during maturation, when the strongest driver for sugar 380 

accumulation in berries is the availability of resources (Sadras and Moran 2013) and when 381 

photoassimilation becomes a limiting factor for berry growth as maturation advances (Williams et al., 382 

1985). Other factors, such as crop load (Williams et al., 1985), water availability (Duchêne et al., 2010) and 383 

the source:sink ratio (Petrie and Sadras 2008), also influence the maturation rate. On modelling phenology, 384 

temperature is the main environmental factor taken into account in the calibration and development of 385 

degree-day methods. Apart from temperature, more factors may need to be considered for improvement of 386 

predictions of berry maturity development. For instance, using combinations of temperature along with 387 

solar radiation, as was tested in this study improved the accuracy of the sparkling base wine maturity (8 388 

days) (Table 4). 389 

4.3. Degree-day calculation parameters 390 

4.3.1. Bloom, fruit set and veraison 391 

When modelling grapevine phenology, it is commonly assumed that the TB remains constant 392 

throughout the growth cycle (Williams et al., 1985; Jones and Davis 2000; Parker et al., 2013). In our study, 393 

we evaluated the temperatures thresholds 5 and 10ºC for obtaining a single TB for the whole growing period. 394 

However, various different temperatures have been associated with the timing of the initial and final 395 

phenological stages (Sadras and Soar 2009). The best performance was achieved with a TB of 5ºC in all 396 

phenological stages (Table 3). In previous Chardonnay studies, a reported TB for obtaining bloom was 397 

8.2ºC, and for reaching veraison was 9.7ºC (Zapata et al., 2016); and a range from 7.3 to 7.8 ºC was obtained 398 

for bloom, and from 1.4 to 3.6ºC for veraison (Fila et al., 2014). In the development of phenological models 399 

on grapevines cultivars under different climatic conditions, several authors have suggested that the TB might 400 

be lower than 10ºC (Moncur et al., 1989; Nendel 2010; Molitor et al., 2013; Parker et al., 2011; Zapata et 401 

al., 2015). The weather data used for calibration in this study included the warmest months of the growing 402 

season (Table 2a). In a few occasions the minimum temperature could have exceeded 5ºC, which was the 403 

TB threshold providing the best fit. This may indicate that temperatures lower than 10ºC during grapevine 404 

development in this study were effective enough to accumulate degree-days to stimulate development, and 405 

improved accuracy of the method. These results demonstrate that to model phenology development of 406 

grapevines over the growing season, temperatures lower than 10ºC are appropriate to consider as a base or 407 
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lower temperature threshold for the accumulation of degree-days (Williams et al., 1985, Molitor et al., 408 

2013). 409 

Similar to Zapata et al. (2016) who evaluated TB, the aim of this work was to evaluate the variations 410 

of response to temperature among phenological stages at different ranges of TU. Moreover, in the work of 411 

Molitor et al. (2013) with the Müller-Thurgau grapevine cultivar, the incorporation of a TU into the degree-412 

day model approach improved their precision. As a result, stage-dependent variations of TU were developed 413 

based on observed decreases in the thresholds corresponding to spring and summer when increases in air 414 

temperature occur. A higher TU value was associated with fruit set (25.4ºC), while a lower was observed 415 

for veraison (20.9ºC) (Table 3). In contrast, Zapata et al. (2016) reported that the TB thresholds tended to 416 

increase over the growing cycle. They hypothesized that this was due to the need for an increase in 417 

temperature in order to set in motion the biochemical reactions that occur from budbreak to veraison 418 

(Johnson and Thornley 1985). In both studies, the stage-dependent variations in each phenological stage 419 

were evaluated in a similar way: as phenological stages advanced, the possible range of degree-day 420 

accumulation was reduced. In the case of Zapata et al. (2016), there was an increase in the TB threshold 421 

while TU remained the same, and in our case, while TB was the same, there was not an initial constraint of 422 

TU threshold for bloom, and then the TU decreased. 423 

Although the thresDD values from the current study cannot be directly compared - since the methods 424 

applied performed differently for each stage given that each was governed by different physiological 425 

processes -, the veraison requirements were higher (744.4 DD) than those for bloom (491.2 DD) (Table 3). 426 

Fruit set was also evaluated independently and had the lowest thresDD value (47.6 DD) (Table 3). Similar 427 

tendencies have been observed for other regions and cultivars, although in those cases, fruit set was not 428 

separately considered but included within the bloom to veraison stage (Duchêne et al., 2010; Parker et al., 429 

2013; Zapata et al., 2016).  430 

4.3.2. Berry maturity 431 

The TU values obtained for the two kinds of berry maturity criteria differed considerably (25.7±0.5ºC 432 

sparkling base wine, 29.4±1.7ºC wine) (Table 4). This was due to the use of a TH value based on the Tmax 433 

and RUE relationship (Eq 10) for the prediction of the sparkling base wine berry criteria, which reduced 434 

the TU threshold. In both cases, the TU values were higher than those determined for veraison prediction 435 
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(20.9ºC) (Table 3). Moreover, the thresDD value for wine berry maturity was noticeably higher than that 436 

for sparkling wine berry maturity (286.0±15.6 DD sparkling base wine, 724.1±16.4 DD wine) (Table 4). 437 

This can be explained by the fact that berries destined for making wine were harvested later, and therefore 438 

accumulated more degree-days. Furthermore, a reduction in the accumulation of degree-days occurred in 439 

the case of sparkling wine berry maturity beyond the defined TH threshold. This is highlighted in the 440 

difference between the thresDD values. The accuracy of the sparkling base wine berry maturity criteria 441 

improved when the TH reached or exceeded 35ºC (8 days) (Table 4). In contrast, predictions for berries used 442 

for wine did not work well, probably because of the high level of variability in the source data, which was 443 

provided mainly by growers (Table 1b). The lower performance may have been partially due to subjectivity 444 

on the part of the growers making picking decisions when collecting source data (Tomasi et al., 2011). 445 

However, the relationship Tmax and RUE may be capable of improving predictions of wine berry maturity 446 

if we could obtain a more controlled data set.  447 

4.4. Applicability of the degree-day methods 448 

The predictive capacity of the different methods over a whole growing season (Figure 4a, Figure 4b) 449 

was evaluated considering that the bloom predictions were the same as those used during method 450 

development (Figure 2a and Figure 2b). The low level of accuracy, especially for predicting berry maturity, 451 

seems to point to the reduced importance of temperature and the increased importance of other factors (such 452 

as crop load, the source:sink ratio and water availability), making temperature driven models less accurate. 453 

It may be possible to improve model prediction by adding more variables, such as water availability and 454 

soil temperature, which have been reported to be strong drivers of phenological development (Ramos and 455 

Martínez-Casasnovas 2010; Rogiers et al., 2014), using maximum daily temperatures (Duchêne et al., 456 

2010), or adding source:sink relations. Moreover, although the input data were usually obtained from 457 

weather stations located at a given distance from the vineyards, local environmental conditions probably 458 

varied across vineyards due to their canopy structure, row orientation and topography (slope and exposure) 459 

(Zapata et al., 2016). Studies conducted comparing different cultivars highlight the need to describe the 460 

degree-day requirements for each specific phenological stage, and the variability observed between 461 

different cultivars, because the temperature threshold definition and accumulated degree-days could help 462 

to characterize early and late cultivars (Parker et al., 2013; Zapata et al., 2016).  463 
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Although the incorporation of a TH did not substantially improve the accuracy of the methods, its 464 

incorporation into the calibration of phenology models may become important under warmer climatic 465 

conditions (Molitor et al., 2013). Increments of temperatures will likely affect quality parameters of the 466 

berries, leading to changes in berry composition. A faster rate of maturation is generally associated with 467 

higher temperatures throughout maturation and the early onset of ripening (Petrie and Sadras 2008). The 468 

biosynthesis of anthocyanins, which is responsible for the coloration on berry skins, can be slowed down 469 

by high temperatures (Mori et al., 2007). The same can happen with terpenols: the molecules responsible 470 

for aroma (Duchêne et al., 2010). High temperatures can therefore reduce grape quality (Jackson et al., 471 

1993), making it important to develop accurate methods capable of predicting advances in maturity before 472 

the desired berry maturity criteria are met. 473 

5. Conclusions 474 

This study showed different responses corresponding to the different phenological stages in the 475 

development of Chardonnay grapevines based on an approach that employed different degree-day methods 476 

and various TU thresholds for each stage. The shifts in the vine growth periods, which were manipulated 477 

through pruning, delaying its onset to different times, allowed us to evaluate the environmental and 478 

physiological factors that influence grapevine development. Using the data obtained from the vine forcing 479 

treatments altered the timing and the environmental conditions under which the phenological stages 480 

normally occurred. The results obtained accentuated the different factors that drive each phenological stage 481 

and contribute to a better understanding of Chardonnay grapevine phenology. During grapevine 482 

development from bloom to veraison, the value of TU progressively decreased, and exhibited a changing 483 

pattern at berry maturity. The relationship between maximum air temperature and radiation use efficiency 484 

was considered and slightly improved the approach for predicting berry maturity for sparkling wines. The 485 

newly developed methods could be useful for improving grapevine phenology models in scenarios of 486 

warmer climatic conditions. 487 
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Table 1a. Description of the calibration data set used for bloom, fruit set and veraison stages; and the cross-validation for sparkling base wine berry maturity. For each 1 

vine condition is provided the type of weather station, distance from the observation site and the weather station, years of observations, and the number of phenological 2 

observations from the phenological stages. 3 

Vine conditions Weather data 

Raïmat (Catalonia, Spain) 

Mean distance 

from 

observation sites 

(km) 

Observation 

years 

Phenological stage observations 

Budbreak Bloom Fruit set Veraison 
Sparkling base  

wine berry maturity 

   n n n n n 

Control Raïmat weather station 1 2015, 2016 2 2 2 2 2 

Forced 1.1  3 3 3 3 3 

Forced container-grown  Automatic weather station 0 2016 5 5 5 4 3 

 4 

  5 



2 

Table 1b. Description of the validation data set used for bloom, fruit set and veraison stages; and the cross-validation for wine berry maturity. For each location site (CA, 6 

means California, USA) is provided the weather station, number of observation sites associated with each weather station, mean distance between them, years of 7 

observations, the number and the descriptive statistics of phenological stages mean, maximum and minimum in day of the year. 8 

Location Weather station 

name 

Number of 

observation 

sites 

Mean distance 

from observation 

sites (km) 

Observation 

years 

Phenological stage observations (day of the year) 

Budbreak Bloom Veraison Wine berry maturity 

n mean max min n mean max min n mean max min n mean max min 

North Coast (CA) Carneros 2 1.5 2004-2010, 

2014, 2015 

12 76 91 62 14 140 164 123 14 208 229 194 9 265 285 148 

Oakville 1 1.5 2010-2014 5 85 92 72 5 141 153 128 5 210 227 198 - - - - 

Central Coast (CA) San Benito 1 2.5 2014 1 66 - - 1 125 - - 1 196 - - 1 252 - - 

King City-Oasis rd. 1 7 2014-2015 - - - - 2 117 122 111 2 200 202 197 1 247 - - 

South Central Coast (CA) Nipomo 1 16 2010-2013, 

2015 

3 73 81 62 5 130 140 106 5 209 219 191 1 242 - - 

Badajoz (Spain) La Orden 1 0.5 2008, 2012-

2016 

6 77 87 65 6 134 147 125 3 198 207 190 6 228 254 208 

  9 
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Table 2a. Monthly mean maximum (Tmax) and minimum (Tmin) air temperature (ºC) from the nearest weather station from the weather station located in Raïmat (Spain) 10 

(Raïmat, www.ruralcat.net/web/guest/agrometeo.estacions), and automatic weather station placed in the middle of the container-grown forced vines.  11 

Weather data Observation 

years 

Average 

temperature (ºC) 

Month 

Mar Apr May Jun Jul Aug Sep Oct Nov 

Raïmat weather 

station 

2015 Tmax 17.4 20.9 25.9 30.0 33.3 30.5 24.7 21.3 14.3 

Tmin 4.9 7.0 10.5 15.0 19.1 17.1 12.1 8.5 5.4 

2016 Tmax 15.2 19.0 23.0 28.8 32.1 31.5 28.1 20.8 13.9 

Tmin 3.1 6.1 9.4 14.2 16.8 15.8 13.9 10.1 3.2 

Automatic 

weather station 

2016 Tmax 15.2 19.0 23.0 29.1 33.4 32.5 29.1 21.8 14.3 

Tmin 3.1 6.1 9.4 14.8 18.4 17.5 15.9 12.1 5.1 

  12 
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Table 2b. Monthly mean maximum (Tmax) minimum (Tmin) air temperature (ºC) weather data retrieved from the Californian Irrigation and Management Information 13 

System (CIMIS, www.cimis.water.ca.gov) for the California (CA) region (USA), and the Irrigation Advice Network of Extremadura (REDAREX, 14 

redarexplus.gobex.es/RedarexPlus/) for Badajoz (Spain) location. 15 

Location Station name Average 

temperature (ºC) 

Month 

Mar Apr May Jun Jul Aug Sep Oct Nov 

North Coast (CA) Carneros Tmax 14.3 16.5 19.4 20.4 22.7 25.9 27.0 27.2 27.5 

  Tmin 2.6 4.5 4.8 5.2 7.4 9.0 10.8 10.4 8.7 

 Oakville Tmax 16.6 17.1 18.6 22.0 24.9 27.7 28.7 28.6 29.3 

  Tmin 2.2 3.4 5.0 6.3 7.3 9.9 11.0 10.6 9.1 

Central Coast (CA) San Benito Tmax 21.3 18.5 21.4 22.6 25.8 26.3 28.3 27.1 27.4 

  Tmin 3.4 6.3 7.4 7.7 10.2 10.4 13.7 13.0 13.1 

 King City-Oasis rd. Tmax 21.3 20.5 24.3 24.2 25.2 29.7 30.5 31.0 31.1 

  Tmin 2.5 4.6 5.6 5.6 7.4 8.9 11.8 12.1 10.8 

South Central Coast (CA) Nipomo Tmax 18.6 17.5 18.2 17.9 17.7 17.3 18.9 19.5 20.9 

  Tmin 5.6 5.8 6.4 7.0 7.7 8.5 11.3 11.5 10.9 

Badajoz (Spain) La Orden Tmax 13.3 14.5 17.7 20.6 25.1 30.1 33.3 32.7 28.7 

  Tmin 2.8 2.5 4.6 8.0 10.4 14.2 16.6 16.0 14.0 

 16 

  17 

http://www.cimis.water.ca.gov/
http://redarexplus.gobex.es/RedarexPlus/
http://redarexplus.gobex.es/RedarexPlus/
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Table 3. Best fit degree-day methods with a base temperature (TB) of 5ºC for the bloom, fruit set and veraison stages. Parameters of the methods of each phenological 18 

stage, the statistics descriptors RMSE, R2, MBE and AIC for method calibration and the statistics descriptors RMSE, R2, MBE for method validation. Methods fits were 19 

significant (p-value < 0.05). 20 

Phenological 

stage 

Method parameters  Method calibration  Method validation 

Method TU 

(ºC) 

thresDD 

(DD) 

 RMSE 

(days) 

R2 MBE 

(days) 

AIC  RMSE 

(days) 

R2 MBE 

(days) 

Bloom UniFORC - 491.2  4.3 0.988 -0.5 61.08  6.7 0.768 5.1 

Fruit set Single triangle algorithm 25.4 47.6  1.6 0.998 -0.1 41.51     

Veraison Single triangulation 20.9 744.4  4.8 0.985 -0.8 57.65  7.1 0.627 -6.1 

TU, upper temperature; thresDD; degree-day threshold at which phenological stage occur 21 

RMSE, root mean square error; R2, coefficient of determination; MBE, mean bias error; AIC, akaike information criterion 22 

  23 
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Table 4. Best fit degree-day methods with a base temperature (TB) of 5ºC for berry maturity. Parameters of the methods for each berry maturity criteria, and the statistics 24 

descriptors RMSE, R2 and MBE resulting from the cross-validation. The phenological data set used for sparkling base wine were described in Table 1a, and for wine in 25 

Table 1b. Methods fits were significant (p-value < 0.05). 26 

Berry maturity Method parameters  Cross-validation 

Method  TU (ºC) thresDD (DD)  RMSE (days) R2 MBE (days) 

Sparkling base wine Single sine with TH=35ºC 

 

Mean 25.7 286.0  8.3 0.933 0.1 

SD ±0.5 ±15.6     

Wine Single triangulation 

 

Mean 29.4 724.1  8.5 0.836 -0.4 

SD ±1.7 ±16.4     

TU, upper temperature; thresDD; degree-day threshold at which phenological stage occur; TH, high temperature 27 

RMSE, root mean square error; R2, coefficient of determination; MBE, mean bias error 28 

 29 

 30 



 

 

 

 

 

 

 

Figure 1. Phenological data used for the calibration of the degree-day methods for bloom, fruit set and veraison stages, and the cross-validation of the method for berry maturity 

according with sparkling base wine. The letter F indicates when the forced regrowth treatments was performed, and LF indicates the timing of leaf fall in the vines that did not 

reach berry maturity stage. The vegetative cycle is shown by phenological stages: budbreak to bloom (white), bloom to fruit set (clear grey), fruit set to veraison (grey), veraison 

to sparkling base wine berry maturity (black). Numbers indicate the duration of each stage in days. 

 

 

Year Vines conditions Month 

Mar Apr May Jun Jul Aug Sep Oct Nov 

2015 

 

Control     45 16 45 26                

Forced             F 36 13 38 32          

               F 26 10 49 36     

2016 Control   74 14 42 22               

Forced                 F 21 7 53 18        

Forced container-grown                 F 20 7 53 9         

                F 25 5 53 8       

                 F  19 6 54 28    

                   F 21 3 60  LF 

                    F  15 2  LF 

                      F   LF 



 

Figure 2a. Comparison between predicted and observed day of the year for bloom, fruit set and veraison 

for the best fit values on the calibration of the degree-day methods, with the data set shown in Table 1a. All 

the stages reached their best fit values with TB =5ºC. Solid line is 1:1 line. 

  



 

Figure 2b. Comparison between predicted and observed day of the year for bloom and veraison on the 

validation of the best fit methods with the data set shown in Table 1b. Solid line is 1:1 line. 

 

  



 

 

Figure 3 Influence of resource availability on Chardonnay vine development in conjunction with the effect 

of high temperatures. Represented by the relationship between the maximum air temperature and the 

radiation use efficiency for a Chardonnay cultivar from the post bloom to the berry maturity phenological 

stage. 
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Figure 4a. Phenological prediction from bloom to sparkling base wine berry maturity with the methods 

selected for each stage. The RMSE statistics for the best methods for each stage were 4.7 (days) for fruit 

set, 3.4 (days) for veraison and 10 (days) for sparkling base wine berry maturity. Solid line is 1:1 line. 

 

  



 

Figure 4b. Phenological prediction from bloom to wine berry maturity with the methods selected for each 

stage. The RMSE statistics for the best methods for each stage were 8.7 (days) for veraison and 13.3 (days) 

for wine berry maturity. Solid line is 1:1 line. 
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Supplementary material  

This document contains supporting information belonging to “Using forced regrowth to manipulate 

Chardonnay grapevine (Vitis vinifera L.) development to evaluate phenological stage responses to 

temperature” by Maria Teresa Prats-Llinàs, Héctor Nieto, Theodore M. DeJong, Joan Girona and Jordi 

Marsal. 

The information provided is the following: 

Supplementary figures 

The figures are referred through the main text. 

Supplementary equations 

The equations of the degree-days methods used on methods development are provided in this section. The 

three methods described are:  

 UniFORC model (Chuine, 2000) 

 Single triangulation method (Zalom et al., 1983) 

 Single sine method (Zalom et al., 1983) 

Supplementary tables 

All the methods approaches with the description of method parameters, and the statistics for method 

development and validation are described in the supplementary tables, considering a base temperature (TB) 

of 5ºC in all cases. 

References 

Chuine I. (2000) A Unified Model for Budburst of Trees. J. theor. Biol. 207, 337–347. 

Zalom FG, Goodell PB, Wilson LT, Barnett WW, Bentley WJ (1983) Degree-Days: The Calculation and 

Use of Heat Units in Pest Management. Cooperative Extension. Educational Agency of the University 

of California 
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Supplementary figures 

(a) 

 

(b) 

 

Figure S1. Location of the weather stations (red dots) used in the study across (a) the California (USA) 

region and (b) Spain. 
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Figure S2a. Predicted and observed day of the year references for sparkling base wine berry maturity (Table 

1, dataset) with the best methods based on the cross-validation technique. The statistics for the methods are 

shown in Table 4. Solid line is 1:1 line. 
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Figure S2b. Predicted and observed day of the year references for the best wine berry maturity (Table 2, 

dataset) performance using the cross-validation technique. The statistics for the methods are shown in Table 

4. Solid line is 1:1 line. 
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Supplementary equations 

thresDD, phenological stage degree-day threshold  

i, onset of the previous phenological stage  

m, phenological stage to be determined 

TB, base temperature (ºC) 

TU, upper temperature (ºC) 

Tmean, daily mean temperature (ºC) 

Tmin, daily minimum temperature (ºC) 

Tmax, daily maximum temperature (ºC) 

 UniFORC model (Chuine, 2000) 

𝑡𝑟𝑒𝑠ℎ𝐷𝐷 = ∑ 𝐷𝐷𝑈𝐹
𝑚
𝑖=1          (S1) 

Tmean  < TB   𝐷𝐷 = 0      (S2) 

Tmean > TB    𝐷𝐷 = 𝑇𝑚𝑒𝑎𝑛 − 𝑇𝐵     (S3) 

 

 Single triangulation method (Zalom et al., 1983) 

𝑡𝑟𝑒𝑠ℎ𝐷𝐷𝑆𝑇 = ∑ 𝐷𝐷𝑆𝑇
𝑚
𝑖=1         (S4) 

Tmin > TU   𝐷𝐷𝑆𝑇 = 𝑇𝑈 − 𝑇𝐵     (S5) 

Tmax < TB    𝐷𝐷𝑆𝑇 = 0      (S6) 

Tmax < TU and Tmin > TB  𝐷𝐷𝑆𝑇 =
6 ∗ (𝑇𝑚𝑎𝑥 + 𝑇𝑚𝑖𝑛 − 2∗𝑇𝐵)

12
    (S7) 

Tmax < TU and Tmin < TB  𝐷𝐷𝑆𝑇 = (
6 ∗ (𝑇𝑚𝑎𝑥− 𝑇𝐵 )2

𝑇𝑚𝑎𝑥− 𝑇𝑚𝑖𝑛
) 12⁄     (S8) 

Tmax > TU and Tmin > TB  𝐷𝐷𝑆𝑇 =
6∗(𝑇𝑚𝑎𝑥+ 𝑇𝑚𝑖𝑛−2∗ 𝑇𝐵)

12
− [(

6∗(𝑇𝑚𝑎𝑥− 𝑇𝑈)2

𝑇𝑚𝑎𝑥− 𝑇𝑚𝑖𝑛
) 12⁄ ] (S9) 

Tmax > TU and Tmin < TB  𝐷𝐷𝑆𝑇 = [
6 ∗ (𝑇𝑚𝑎𝑥− 𝑇𝐵  )2

𝑇𝑚𝑎𝑥− 𝑇𝑚𝑖𝑛
−  

6∗(𝑇𝑚𝑎𝑥− 𝑇𝑈)2

𝑇𝑚𝑎𝑥− 𝑇𝑚𝑖𝑛
] 12⁄   (S10) 
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 Single sine method (Zalom et al., 1983) 

𝛼 =  
𝑇𝑚𝑎𝑥− 𝑇𝑚𝑖𝑛

2
  

𝜃1 =  𝑠𝑖𝑛−1 ∗  [(𝑇𝐵 −  
𝑇𝑚𝑎𝑥 +  𝑇𝑚𝑖𝑛

2
) 𝛼⁄ ] 

𝜃2 =  𝑠𝑖𝑛−1 ∗  [(𝑇𝑈 − 
𝑇𝑚𝑎𝑥 + 𝑇𝑚𝑖𝑛

2
) 𝛼⁄ ] 

𝑡ℎ𝑟𝑒𝑠𝐷𝐷𝑆𝑆 = ∑ 𝐷𝐷𝑆𝑆
𝑚
𝑖=1         (S11) 

Tmin > TU   𝐷𝐷𝑆𝑆 = 𝑇𝑈 − 𝑇𝐵     (S12) 

Tmax < TB    𝐷𝐷𝑆𝑆 = 0      (S13) 

Tmax < TU and Tmin > TB  𝐷𝐷𝑆𝑆 =
𝑇𝑚𝑎𝑥+ 𝑇𝑚𝑖𝑛

2
−  𝑇𝐵    (S14) 

Tmax < TU and Tmin < TB          

𝐷𝐷𝑆𝑆 =
1

𝜋
∗ [(

𝑇𝑚𝑎𝑥+ 𝑇𝑚𝑖𝑛

2
−  𝑇𝑏) ∗ (

𝜋

2
− 𝜃1) +  𝛼 cos(𝜃1)]    (S15) 

Tmax > TU and Tmin > TB          

𝐷𝐷𝑆𝑆 =
1

𝜋
∗ [(

𝑇𝑚𝑎𝑥+ 𝑇𝑚𝑖𝑛

2
− 𝑇𝑏) ∗  (𝜃2 +  

𝜋

2
) + (𝑇𝑈 − 𝑇𝐵) ∗ (

𝜋

2
− 𝜃2) −  [𝛼 cos(𝜃2)]] (S16) 

Tmax > TU and Tmin < TB          

𝐷𝐷𝑆𝑆 =
1

𝜋
∗ [(

𝑇𝑚𝑎𝑥+ 𝑇𝑚𝑖𝑛

2
− 𝑇𝑏) ∗ (𝜃2 −  𝜃1) + 𝛼 [cos(𝜃1) − cos(𝜃2)] + (𝑇𝑈 − 𝑇𝐵) ∗ (

𝜋

2
−  𝜃2)] 

(S17) 
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Supplementary tables 

Table S1 Degree-day methods with a base temperature (TB) of 5ºC for the bloom, fruit set and veraison stages. Parameters of the methods of each phenological stage, the 

statistics descriptors RMSE, R2, MBE and AIC for method development using the calibration data set, and the statistics descriptors RMSE, R2, MBE for the evaluation of the 

methods using the validation data set. Methods fits were significant (p-value < 0.05). 

Phenological 

stage 

Method parameters  Method development  Method evaluation 

Method TU (ºC) thresDD (DD)  RMSE (days) R2 MBE (days) AIC  RMSE (days) R2 MBE (days) 

Bloom UniFORC - 491.2  4.3 0.898 -0.5 61.08  6.7 0.768 5.1 

 Single triangulation 28.9 508.9  7.9 0.966 0.8 71.92  12.9 0.133 19.4 

 Single sine 22.5 417.5  4.8 0.986 -0.3 63.05  7.4 0.718 11.0 

 Single triangle algorithm 21.0 154.9  7.0 0.970 1.2 70.70  10.2 0.389 34.6 

Fruit set UniFORC - 160.6  2.3 0.996 0.1 48.91     

 Single triangulation 29.9 166.3  2.2 0.996 -0.3 47.91     

 Single sine 31.0 159.2  2.1 0.996 0.1 46.70     

 Single triangle algorithm 25.4 47.6  1.6 0.998 -0.1 41.51     

Veraison UniFORC - 900.1  6.7 0.971 0.2 63.52  6.1 0.725 -66.1 

 Single triangulation 20.9 744.4  4.8 0.985 -0.1 57.65  7.1 0.627 -6.1 

 Single sine 23.2 776.7  5.2 0.983 0.2 58.85  8.2 0.509 -9.3 

 Single triangle algorithm 21.0 254.2  5.3 0.982 0.1 59.45  9.1 0.389 20.2 

TU, upper temperature; thresDD; degree-day threshold at which phenological stage occur 

RMSE, root mean square error; R2, coefficient of determination; MBE, mean bias error; AIC, akaike information criterion 
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Table S2 Degree-day methods with a base temperature (TB) of 5ºC for berry maturity Parameters of the methods for each berry maturity criteria, and the statistics descriptors 

RMSE, R2 and MBE resulting from the cross-validation. The data set used for sparkling base wine was in Table 1, and for wine in Table 2 of the main manuscript. Methods fits 

were significant (p-value < 0.05). 

Berry maturity Method parameters  Cross-validation 

Method  TU (ºC) thresDD (DD)  RMSE (days) R2 MBE (days) 

Sparkling base wine UniFORC Mean - 295.9  9.0 0.922 1.8 

 SD - ± 24.9     

 Single triangulation  Mean 25.7 299.9  9.4 0.915 0.2 

 with TH=35ºC SD ± 0.3 ± 22.7     

 Single sine  Mean 25.7 286.0  8.3 0.933 0.1 

 with TH=35ºC SD ± 0.5 ± 15.6     

 Single triangle algorithm Mean 23.6 199.0  11.4 0.877 1.0 

 with TH=35ºC SD ± 2.6 ± 64.8     

Wine UniFORC Mean - 715.2  9.6 0.788 -0.1 

 SD - ± 15.8     

 Single triangulation Mean 29.4 724.1  8.5 0.836 -0.4 

  SD ± 1.7 ± 16.4     

 Single sine Mean 28.1 691.8  10.3 0.791 -1.0 

  SD ± 2.4 ± 20.1     

 Single triangle algorithm Mean 20.3 246.9  15.1 0.537 0.3 

  SD ± 0.1 ± 7.1     

TU, upper temperature; thresDD; degree-day threshold at which phenological stage occur; TH, high temperature 

RMSE, root mean square error; R2, coefficient of determination; MBE, mean bias error
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